
 

 

 

 

 

 

 

 

Cloud Access Restrictions and Content Moderation 

As cloud providers increasingly facilitate widespread access to online services,1 they have 
acquired significant power to directly and indirectly shape the content that appears online, 
which can have the effect of denying customers access to large amounts of information, the 
ability to express themselves online,2 as well as the ability to access essential cloud-hosted 
applications and public services.3 They do this directly by, for example, refusing to host certain 
customer and user content.4 A cloud provider’s decision not to host particular content might be 
the result of a government request to take down that content or to stop providing service to a 
particular entity or population; it also could be the result of the provider’s own terms of service 
or general business interests. Cloud providers also indirectly shape the virtual public square 
by offering targeted content moderation tools,5 which their enterprise customers may use to 
identify and remove content on their own services. 

Content-moderation issues, of course, precede the ascendance of the cloud. For example, social 
media companies have long struggled to moderate content on their platforms and constantly 
grapple with how their decisions affect different communities around the world. Similarly, 
some governments have long restricted online access through internet shutdowns and 
prohibitions on accessing particular content and services. While the underlying problem is not 
new, as cloud providers play a larger role in underpinning critical tools that support global 
commerce and communications, providers are also playing a greater role in directly and 
indirectly moderating content and facilitating access to it, and thus have become more central 
to these debates. 

Key Considerations 

• Absence of public debate, informed agreement, and norms. There is no robust public 
debate and consensus to inform norms on acceptable policies for cloud-level content 
moderation and restriction of access. Moreover, differences of opinion between and within 
national governments make it challenging to codify a single set of standards and best 
practices into law. 

• Limited transparency into cloud providers’ content moderation and access restriction 
policies and practices. The public has little insight into how cloud providers make decisions 
on content moderation and restricting access, including at the behest of domestic and 
foreign governments. Some governments may coerce cloud service and application 
providers to remove targeted content,6 limit certain populations’ access to cloud services, 
and eschew demands to establish public criteria for doing so. 
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Lack of clarity regarding content moderation tools and their use. The design, training, and 
deployment of provider-developed content moderation tools are often opaque.7 

• Setting dangerous precedent. Excessive government requirements that cloud providers 
restrict access or moderate content could create precedent for and legitimize authoritarian 
regimes’ efforts to selectively restrict access and moderate content in ways that are 
inconsistent with democratic values. 

Stakeholder Perspectives 

Government 

• Seek to maintain 
jurisdiction over 
cloud-hosted 
services and data 
to ensure that 
providers and their 
customers comply 
with domestic laws. 

• Vary internationally 
and internally in 
their desires as well 
as rationales for 
restricting access 
and moderating 
content. 

• Vary in their desire 
to attract 
investment from 
foreign cloud 
providers in the 
domestic market.8 
Many, however, 
wish for physical 
cloud infrastructure 
to be constructed 
and operated in 
their jurisdiction.9 

• Vary in their desire 
to ensure that the 
national population 
has fair and 

Providers 

• Comply with 
legitimate 
government 
requests to restrict 
access to services 
and moderate 
content in a 
manner that allows 
them to continue 
doing business in 
host countries. 

• Seek to maintain 
customer 
confidence that 
their data is not 
being mismanaged 
or moderated in a 
biased fashion. 

• Want governments 
to narrow their 
rationales for 
requiring cloud 
providers to restrict 
access to cloud 
services or 
moderate cloud-
hosted content. 

• Seek clarity on how 
their 
responsibilities 
differ from those of 
their customers in 

Customers 

• Wish to access 
cloud services free 
from 
discrimination. 

• Seek to safeguard 
(and ensure the 
providers protect) 
the privacy and 
security of their 
activities and data. 

• Want protection 
from infringements 
on freedoms, such 
as political speech, 
access to 
information, or 
economic inclusion. 
(Similar to human 
and civil rights 
advocacy groups’ 
perspective.) 

• Desire insight into 
how cloud 
providers handle 
government service 
restriction and/or 
takedown requests. 

• Enterprise 
customers: Seek 
clarity on how their 
responsibilities 
differ from those of 

Others 

• Human and civil 
rights advocacy 
groups: Seek to 
ensure that cloud 
access and usage 
remains consistent 
with fundamental 
rights. (Similar to 
customers’ 
perspective.) 



 

 

 

equitable access to 
cloud services. 

moderating 
content and 
restricting access. 
(Shared with 
enterprise 
customers’ 
perspective.) 

their cloud 
providers in 
moderating 
content and 
restricting access. 
(Shared with cloud 
providers’ 
perspective.) 

• Some want 
governments to 
establish clear and 
transparent rules to 
govern cloud 
providers’ content 
moderation and 
access restriction 
policies. 

Tensions with Other Cloud Governance Issues 

• Equitable Cloud Access: Government requirements that cloud providers restrict, deny, 
or suspend certain populations’ access to cloud services and content can adversely 
impact the ability of these communities to use essential services and express 
themselves online.   

Potential Ways Ahead 

 

Government 

• Clearly define 
criteria, standards, 
and procedures 
for requiring cloud 
providers to take 
down content or 
deny/suspend 
service(s). 

• Establish 
mechanisms to 
audit for bias the 
content 
moderation 

Providers 

• Leverage best 
practices on 
transparency and 
accountability in 
restricting access and 
the development of 
content moderation 
tools11 (for example, 
the Santa Clara 
Principles and Digital 
Services Act). 

• Refrain from 
restricting access or 

Customers 

• Familiarize 
themselves with 
their data rights 
and protections 
against bias. 

• Notify relevant 
public entities 
when suspected 
instances of bias in 
content 
moderation do 
occur. 

Others 

• Independent, 
third-party 
corporate 
auditors: Carry out 
algorithmic audits 
of cloud providers’ 
and their 
customers’ 
content 
moderation 
technologies.  



 

 

 

technologies being 
deployed or 
offered by cloud 
providers. 

• Establish clear and 
easy to use 
pathways for 
customers seeking 
redress following 
suspected 
instances of bias. 

• Encourage 
periodic 
publication of 
algorithmic impact 
statements and 
content 
moderation. 

• Incentivize major 
cloud providers to 
solicit public 
feedback on the 
development and 
implementation of 
content 
moderation 
policies, practices, 
and technologies. 

• Develop standards 
for oversight, 
accountability, and 
transparency of 
providers’ polices 
and content 
moderation 
requests. 

• Model domestic 
rules regarding 
service availability 
after principles 
such as Article 19 
of the Universal 

moderating content in 
ways that do not meet 
agreed-upon public 
standards and 
procedures. 

• Implement “notice-
and-comment” 
procedure before 
adopting/updating 
content moderation 
policies, practices, and 
technologies. 

• Provide transparency 
into content 
moderation policies, 
as well as requests12 
and how providers 
comply with them, in 
every circumstance 
permitted by law (that 
is, via 
permanent/temporary 
removal of 
content/suspension of 
services). 

• Establish a review 
process whereby 
customers and end-
users can challenge 
content removal by 
providers, the ability 
to do so is clear, and 
the procedure thereof 
is straightforward. 

• Agree to adopt and 
promote the use of 
explainable 
algorithms13 in their 
products as well as to 
subject their content 
moderation offerings 
to algorithmic audits 
by independent, third-
party corporate 

• Consumer 
customers: Use 
redress 
mechanisms made 
available by 
providers and 
government. 

• Enterprise 
customers: Solicit 
public feedback 
before 
adopting/updating 
content 
moderation 
policies, practices, 
and technologies. 

• Enterprise 
customers: Create 
internal review 
boards responsible 
for reviewing 
content 
moderation 
decisions.17 

• Enterprise 
customers: Ensure 
affected parties 
can challenge 
content removal, 
that the ability to 
do so is clear, and 
the procedure 
thereof is 
straightforward. 

• Where possible 
and effective, use 
bargaining power 
(for example, 
threatening to 
move or stop using 
platforms or 
providers) to 
compel providers 
to be more 



 

 

 

Declaration of 
Human Rights.10 

 

auditors.14 (Shared 
with independent, 
third-party corporate 
auditors.) 

• Publish regular 
algorithmic impact 
statements.15 

• Ensure developers of 
content moderation 
tools are trained on 
machine bias, 
diversity, inclusion, 
and equity issues.16 

transparent and 
accountable. 

• Establish customer 
networks to 
facilitate discourse 
and disseminate 
information 
regarding changes 
in governmental 
and/or corporate 
policy and 
practices. 

Recent Examples 

• “Amazon suspends Parler, taking pro-Trump site offline indefinitely,” The Washington Post, 
January 11, 2021.  
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